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a b s t r a c t

Residual magnetisation is one of the major sources of artefacts in single point imaging sequences with
short repetition times. The unwanted signal is caused by non-dephased transverse magnetisation excited
in preceding acquisition cycles. Therefore, the problem emerges mainly around the centre of k-space and
has been solved in the past by additional spoiling gradients. In this work, unwanted residual magnetisa-
tion acquired with the SPRITE sequence was investigated and a new method for the suppression of resid-
ual magnetisation is presented. It is shown that residual magnetisation experiences a different phase
encoding leading to residual images with a different FOV. A phase cycling filter is able to eliminate the
unwanted signal. Furthermore, a description of all signal components that occur is presented using an
operator notation. The notation is new in this field with respect to its completeness. That is, the signal
description is based on an understanding of single point imaging sequences, such as SPRITE, by the use
of an extended phase encode graph.

A prominent in vivo example is that of sodium imaging in biological tissue where transverse relaxation
times are such that unwanted coherences can occur and therefore residual magnetisation becomes a sig-
nificant problem. For instance, sodium in biological tissue has two transverse relaxation times of approx-
imately 3 ms and 15 ms at 4 T and this can result in significant artefacts if the encoding time is short and
TR� 3 ms.

� 2009 Published by Elsevier Inc.
1. Introduction

Single point imaging sequences (SPI) as introduced by Emid and
Creyghton [1] are purely phase encoding sequences. After settling
of 3D phase encode gradients, a broadband radio frequency pulse
is applied for excitation of the whole volume and following a fixed
encoding time, which is only restricted by the maximum gradient
strength and the ring down time of the radio frequency coil, a single
k-space point is acquired. After data acquisition the gradients are
ramped down to zero for the rest of the repetition time to minimise
the gradient duty cycle. SPI sequences are mainly suited for acquisi-
Elsevier Inc.

roscience and Biophysics 3 -
lich, Germany. Fax: +49 2461
tion of fast relaxing nuclei since no gradient switching is needed be-
tween excitation and data acquisition.

The virtue of the SPRITE sequence (Single Point Ramped Imag-
ing with T1 Enhancement) developed by Balcom et al. [2] lies in
the use of gradient ramps for the acquisition of an entire line of
k-space points to avoid extensive switching of the phase encoding
gradients thus reducing the gradient noise. This also provides the
opportunity to use short repetition times, TR, for the gradient steps.
This, however, can be problematic if TR is on the order of the trans-
verse relaxation time, T�2. Assuming a SPRITE acquisition in the ab-
sence of all gradients, that is a train of RF pulses interspersed with
the acquisition of single points, transverse magnetisation would be
left in each acquisition window from the preceding RF pulses. This
problem is reduced by self-spoiling phase encode gradients and
hence not present in the outer parts of k-space. However, residual
magnetisation influences the signal around the centre of k-space
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and can lead to an overall intensity increase or decrease as well as
the typical ‘cloud’ artefacts.

In an earlier work from Kennedy et al. [3], the problem of resid-
ual magnetisation in SPRITE imaging sequences has already been
discussed. The phenomenon was thought to be mainly due to spin
and stimulated echo effects (Hahn [4]). Kennedy et al. report about
SPRITE experiments with a manganese-doped gel phantom. They
used additional spoiler gradients around the k-space centre to de-
phase the unwanted signal. The ratio of spin echo and stimulated
echo signal to the FID signal is a function of sin2 (a/2) and sin2

(a), respectively, (Liang and Lauterbur [5]). The echo effects are
consequently negligible for small flip angles a� 90� which is cer-
tainly the case for typical SPRITE sequences where a < 10�.

In the past SPI techniques such as SPRITE were mainly used for
solid state NMR. Here, transverse relaxation times are very short
whereas longitudinal relaxation is typically long. A sufficiently
long repetition time, TR, may be chosen to avoid artefacts, since
there are no severe limitations in acquisition time. Thus, for so-
lid-state applications a suppression of residual magnetisation
was not generally needed. For applications concerning biological
tissue where transverse relaxation times are longer and for
in vivo experiments, with naturally restricted acquisition times,
the residual magnetisation becomes a significant problem. For in-
stance, sodium in biological tissue has two transverse relaxation
times of approximately 3 ms and 15 ms at 4 T and this can result
in significant artefacts if the encoding time is short and TR� 3 ms.
T�2 relaxation time mapping of fast-relaxing nuclei in biological tis-
sue is the future potential of SPRITE with the extension to multiple
point acquisition (m-SPRITE) [6,7]. The results presented here are
focused on single point acquisition SPRITE for simplicity but can
be easily extended and applied to m-SPRITE sequences.

Normal cell physiology relies upon numerous factors with one of
the most important of these being the presence of highly regulated
sodium concentrations in the intra-cellular and extra-cellular com-
partments. In healthy tissue, sodium is present in concentrations of
about 10 mM intracellular and 150 mM extracellular. Since the aver-
age tissue sodium concentration measured by sodium MRI corre-
lates with a variety of diseases, it can be regarded as an ideal
means to monitor pathologies in vivo. In such circumstances, arte-
fact-free and quantitative images of sodium could prove to be of
great value. Therefore, there is a strong motivation for the pursuit
of quantitative 23Na MRI whereby artefact suppression is clearly a
prerequisite.

In this article, it is shown that a description using k-space subsets
of different phase encodings, Dk, is appropriate for viewing residual
magnetisation, leading to a superposition of images with different
FOVs. These artefacts result from different signal components ex-
cited by the series of RF pulses in SPRITE. The signal components
are described with the use of an extended phase encode graph (EPEG)
theory. An algebraic formulation is given analogous to the partition-
ing of magnetisation presented earlier in the work of Kaiser et al. [8].

The residual magnetisation can be efficiently averaged to zero
by use of a phase cycling filter. This has been implemented here
by the acquisition of N SPRITE scans with different phase cycling
steps for each acquisition. Each phase cycling step has a fixed angle
between 0 and 2p between consecutive scan. Only residual signal
components experience phase rotation and the average of those
components is zero. Thus, residual magnetisation is suppressed.

2. Theory

Any SPI sequence and especially SPRITE can be decomposed into
a series of short broadband RF excitation pulses and propagators
which describe the signal evolution between the pulses. The RF
pulses are defined by the flip angle a. The flip angle may be spa-
tially dependent because of B1 inhomogeneities and off-resonance
effects may play a role. The propagators are given by the longitudi-
nal and transverse relaxation times, T1 and T2, and all variations of
the precession frequency, x. The frequency of the spin system is
investigated with respect to the local oscillator of the NMR spec-
trometer. The latter should be on resonance at the Larmor preces-
sion frequency, x0 = cB0, depending on the gyromagnetic ratio of
the nucleus, c, and the static magnetic field, B0. Field inhomogene-
ities, susceptibility gradients, chemical shifts as well as the phase
encode gradients together with concomitant gradient fields change
the phase of the magnetisation and contribute to the propagator.

2.1. Partitioning of magnetisation

In this section, a complete operator formalism is introduced to
describe the partitioning of magnetisation similar to Kaiser et al.
[8]. This partitioning of magnetisation was first time used in the
work of Woessner [9]. Here, it will lead to a description of superim-
posing k-spaces all experiencing different signal evolution and phase
encoding.

In order to derive simple solutions for the Bloch equations all
equations are given in the rotating coordinate system with Larmor
frequency x0. In a vector description the magnetisation is given by
the transverse components, Mx, My, and the longitudinal magneti-
sation, Mz. With use of the complex notations Mxy = Mx + iMy and
M�

xy ¼ Mx � iMy for transverse magnetisation and its complex con-
jugate, respectively, a rotation by an a-pulse can be expressed by
three terms for transverse and longitudinal polarisation each. Here,
the ‘+’ and ‘�’ super-scripts indicate post- and pre-pulse magneti-
sation, respectively.

þMxy ¼ �Mxy cos2 a
2
� �M�

xy sin2 a
2
�Mz sin a ð1aÞ

þMz ¼ �Mz cos aþ 1
2
ð�Mxy þ �M�

xyÞ sin a ð1bÞ

Thus, each pulse subdivides the magnetisation components into
either longitudinal or transverse magnetisation with or without
phase inversion. After excitation the transverse magnetisation expe-
riences phase evolution under the influence of the phase changing
effects of the propagator as mentioned above. Since the longitudinal
magnetisation shows phase memory for components excited from
the transverse polarisation, Mz also has a phase which is unchanged
by the propagator. This leads to six possible branches with separate
phase evolution and specific phase coherence (see Fig. 1).

Consequently, the RF pulse train gives rise to a tree of coherence
pathways. Between the pulses the transverse magnetisation is
phase encoded by the phase encode gradients. Every coherence
pathway experiences a different phase encoding which accumu-
lates during the RF pulse train. The amplitude of the phase encode
gradients between RF pulses defines a velocity of phase rotation.
By integration of the phase encode gradients over time a move-
ment through k-space is given. This can be depicted by straight
lines between RF pulses where the slope is proportional to the
phase encode gradient amplitude. These phase encode graphs are
extended by the magnetisation amplitudes excited by the RF
pulses. Thus, the spin dynamics of SPI sequences are described
by an extended phase encode graph (EPEG) that is shown in Fig. 2.

In order to derive a complete representation of all signal com-
ponents, an operator notation may be used. The excitation pulses,
P, rotate the magnetisation, M, around the axis of polarisation of
the RF field which shall define the y-axis. The orientation of the
polarisation axis is fixed to the rotating frame coordinate system
which is given by the phase of the local oscillator producing the
radio frequency. For the propagator an operator, U, is used that
does not commute with the RF pulse operator, P.

Indices l = � 1,0,1 and m = 0,1 are used to classify every possible
coherence pathway. The polarisation index, m, differentiates be-
tween polarisations of longitudinal magnetisation with m = 0 and



Fig. 1. The possible signal coherences that are excited by successive RF pulses
subdivide in three transverse and three longitudinal magnetisations (tilted and
horizontal lines, respectively). Longitudinal magnetisation subdivides into two
pathways of longitudinal and transverse polarisation. Transverse magnetisation
subdivides into the two polarisations and additionally experiences phase inversion.
The slope of the transverse magnetisation pathways denotes the phase evolution.
Each pathway is characterised by the pathway selection indices l and m. The
integration of the phase distribution in space leads to k-space encoding (see Fig. 2).

Fig. 2. (bottom) SPRITE sequence diagram showing gradient ramp of the primary
phase encode gradient, Gx, with repetition time, TR, and the RF pulse train with the
first three excitations. Each excitation pulse gives rise to an individual FID with
individual phase encoding. Three FIDs are plotted with solid, dashed and dotted
line. The FIDs interfere at acquisition time, tp, following each excitation, (top) The
extended phase encode graph (EPEG) describes all signal pathways which are
excited by RF pulses with flip angle a (solid vertical bars). Horizontal lines represent
longitudinal and tilted lines denote transverse magnetisation. The slope of
transverse magnetisation depends on the strength of the phase encode gradients.
Thus, the distance to the state of longitudinal equilibrium magnetisation is a
measure for the phase encoding and therefore the k-space coordinate. For the first
FID (solid line) excited by the first RF pulse all following transitions are plotted to
the third order whereas for the other two first order FIDs (dashed and solid lines),
the higher order signal pathways are not shown. The phase encode graph is
extended by signal magnitudes depending on the flip angle a. The effect of the
phase cycling depends on the signal order and is calculated with respect to the first
RF pulse and the excited first order FID (solid line). The total phase of the signal
pathways that is introduced by the phase rotations with phase angle u (dashed bar)
is given in squared brackets. The phase rotation is applied after signal acquisition
and longitudinal magnetisation is unaffected. Signals with a total phase of zero are
not suppressed by the phase-cycled averaging.
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transverse magnetisation with m = 1. The pre-pulse history of the
magnetisation needs to be defined by the transition index l to indi-
cate the type of transition. For l = 0 the magnetisation had longitu-
dinal polarisation whilst l = �1,1 denotes transverse polarised pre-
pulse magnetisation. A phase inversion of transverse magnetisa-
tion is indicated by l = � l. The RF pulse operators, Pn,l,m, are
counted with n = l,2,. . . and the subscripts l,m specifying one of
six possible transitions.

The flip angle, a, may be spatially variable thereby taking ac-
count of B1 inhomogeneities. These effects shall be neglected here.
Therefore, the abbreviation an � anð~rÞ allows one to write the RF
pulse propagator as a function of the flip angles alone.

Pn;l;m � Pn;l;mðanÞ � Pn;l;mðanð~rÞÞ ð2Þ

By the use of the transition vector,~l, and the polarisation vector,
~m, with components, ln,mn, every possible pathway is uniquely de-
fined. Together, they are therefore called the pathway selection vec-
tors. According to these definitions, the following selection rule has
to be applied for the choice of the pathway selection indices ln,mn:

jlnj ¼ mn�1 ð3Þ

with the initial condition that l0 = m0 = 0.
The pathway selection vectors~l; ~m are now used to indicate pre-

and post-pulse magnetisations �M
~l;~m
n�1;l;m and þM

~l;~m
n;l;m, respectively, for

specific coherence pathways. Here, the subindices l,m indicate the
last pulse transitions ln,mn of the pathway selection vectors~l; ~m.
The magnetisation is a function of spatial position. For simplicity,
the abbreviation Mn;l;m � M

~l;~m
n;l;mð~rÞ is used as long as spatial encoding

and a specific coherence pathway are not under consideration. With
this notation the six possible transitions can be written as:
þMn;0;0 ¼ Pn;0;0

�Mn�1;l;0 ¼ cos an � �Mn�1;l;0 ð4aÞ
þMn;0;1 ¼ Pn;0;1

�Mn�1;l;0 ¼ � sinan � �Mn�1;l;0 ð4bÞ
þMn;�1;0 ¼ Pn;�1;0

�Mn�1;l;1 ¼
1
2

sin an � �Mn�1;l;1 ð4cÞ

þMn;�1;0 ¼ Pn;�1;0
�Mn�1;l;1 ¼

1
2

sin an � ð�Mn�1;l;1Þ� ð4dÞ

þMn;1;1 ¼ Pn;1;1
�Mn�1;l;1 ¼ cos2 an

2
� �Mn�1;l;1 ð4eÞ

þMn;�1;1 ¼ Pn;�1;1
�Mn�1;l;1 ¼ � sin2 an

2
� ð�Mn�1;l;1Þ� ð4fÞ
where the operator Pn,l,m performs a complex conjugation for l = � 1
and is therefore not linear.

Between the RF pulses, that are applied with repetition time TR,
the magnetisation experiences relaxation and dephasing. These
processes are commutative and can be combined in a single oper-
ator, Un,l,m, describing the propagation processes of the magnetisa-
tion. The phase evolution depends on the field at the spatial
position, ~r, as well as the gradient field strength with respect to
the sequence timing. The timing is denoted by the absolute time
of RF pulse application, sn, with s0 = 0 for the first RF pulse and
TR. Furthermore, a rotation of magnetisation phases with phase an-
gle, un, is taken into account. Signal propagation may then be writ-
ten as:
�Mn;l;m ¼ Un;l;mðTR; sn;un;~rÞþMn;l;m ð5Þ

where the propagator is composed of three terms describing the
dephasing by gradients and other off-resonance terms, Gn,l,m, trans-
verse and longitudinal relaxation, Tn,l,m, and the phase rotation,
Rn,l,m.

Un;l;mðDt; sn;un;~rÞ ¼ Rn;l;mðunÞ � Tn;l;mðDt;~rÞ � Gn;l;mðDt; sn;~rÞ ð6Þ



120 J.B. Kaffanke et al. / Journal of Magnetic Resonance 199 (2009) 117–125
An arbitrary encoding interval, Dt, is used to take signal samples
at any time point. Quadrupolar interactions are neglected in this
context but could also be introduced. It is noted that Eq. (6) is only
formal and cannot be calculated by simple multiplication because
of non-linearity.

The phase rotation Rn,l,m is only applied to transverse magneti-
sation M

~l;~m
n;l;1ð~rÞ with m = 1 whereas longitudinal magnetisation

M
~l;~m
n;l;0ð~rÞ with m = 0 has phase memory.

Rn;l;mðunÞ ¼
expðiunÞ for m ¼ 1
1 for m ¼ 0

�
ð7Þ

The relaxation is governed by the longitudinal and transverse
relaxation times, T1 and T2, respectively, leading to relaxation
operators:

Tn;l;1ðDt;~rÞ ¼ expð�Dt=T2ð~rÞÞ ð8aÞ
Tn;l;0ðDt;~rÞ ¼ expð�Dt=T1ð~rÞÞ; j~mj–0 ð8bÞ

The relaxation operator, Tn,l,m, takes a non-linear form for the
completely dephased longitudinal magnetisation, +Mn,0,0, that did
not experience transverse evolution and propagates to equilibrium
magnetisation M0ð~rÞ.

Tn;0;0ðDt;~rÞþMn;0;0ð~rÞ ¼ expð�Dt=T1ð~rÞÞ � þMn;0;0ð~rÞ
þ ð1� expð�Dt=T1ð~rÞÞÞ �M0ð~rÞ; j~mj ¼ 0

ð8cÞ

The dephasing of transverse magnetisation is described with
the operator Gn,l,m. These processes are caused by any kind of off-
resonances from the Larmor frequency, x0. The variation of preces-
sion frequency is temporally and spatially dependent and can be
divided in to two terms for phase encode gradients, ~GðtÞ, and resid-
ual off-resonant frequencies, dxð~r; tÞ.

Dxð~r; tÞ ¼ c~GðtÞ~r þ dxð~r; tÞ ð9Þ

The dephasing operator is defined as a phase term with an inte-
gral of the off-resonances over time. For longitudinal magnetisa-
tion, the operator is one.

Gn;l;mðDt; sn;~rÞ ¼
expði

R Dtþsn

sn
Dxð~r; tÞdtÞ for m ¼ 1

1 for m ¼ 0

(
ð10Þ

The residual off-resonances may be caused by Bo field inhomo-
geneities, susceptibility gradients, chemical shifts and concomitant
gradient fields. These effects are neglected in the following and
therefore the abbreviation used is as follows:

Dxð~r; tÞ ¼ c~GðtÞ~r ð11Þ

Thus, the operator Gn,l,1 now takes over the usual form of the
Fourier kernel for k-space encoding. The repetitive use of this oper-
ator over intervals Dt and TR explains the different FOVs of residual
images (see below) which are the main artefacts in SPRITE imaging
of biological tissue.

The magnetisation, M
~l;~m
n;l;mð~rÞ, can now easily be written as an

operator product of pulses, Pn,l,m, and propagators, Un,l,m, for specific
pathway selection vectors,~l; ~m, that is applied to the equilibrium
magnetisation, M0~r.

M
~l;~m
n;l;mðDtn;~rÞ ¼ P

i¼1;::;n
½Ui;l;mðDti; si;ui;~rÞ � Pi;l;mðaiÞ�M0ð~rÞ ð12Þ

The ‘�’ indicates that the operators do not commute. After n RF
pulses the MR signal, Sn, is acquired with a phase encoding time tp

such that Dtn � tp and Dti � TR for i = 1, . . .,n � 1. The signal is
composed of all coherences of the magnetisation given by pathway
selection vectors, ~l; ~m. Thus, the MR signal from an infinitesi-
mal voxel at position ~r calculates as a sum of all magnetisations,
M
~l;~m
n;l;mð~rÞ, over all pathway selection vectors,~l; ~m. Given that the sig-

nal is acquired in the transverse plane, the last polarisation index
has to be m = 1.

Snðtp;~rÞ ¼
X
~l;~m

mn¼1

Un;l;1ðtp; sn;un;~rÞþM
~l;~m
n;l;1ð~rÞ

¼
X
~l;~m

mn¼1

Tn;l;1ðtpÞ � Gn;l;1ðtp; sn;~rÞþM
~l;~m
n;l;1ð~rÞ

¼
X
~l;~m

mn¼1

P
i¼1...;n

½Ui;l;mðDti; si;ui;~rÞ � Pi;l;mðaiÞ�M0ð~rÞ ð13Þ

Finally, the total k-space signal, bSn, is given by the integral over
the whole space, V.

bSnðtpÞ ¼
Z

V

X
~l;~m

mn¼1

S
~l;~m
n;l;1ðtp;~rÞd~r

¼
Z

V

X
~l;~m

mn¼1

P
i¼1...;n

½Ui;l;mðDti; si;ui;~rÞ � Pi;l;mðaiÞ�M0ð~rÞd~r ð14Þ

In single point imaging one is only interested in acquiring pure
FID signals excited from longitudinal magnetisation without prior
phase information. These are transitions of the completely de-
phased longitudinal magnetisation, �M

~0;~0
n;0;0, to transverse magneti-

sation, þM
~0;~m
n;0;1, with~l ¼ 0 and m = 1.

Generally, let j define the signal order of a coherent pathway,
which means that no FID was present prior to the last j pulses.
Thus, along these pathways the magnetisation remained along
the z-axis followed by a transition to transverse magnetisation, i.e.:

mk ¼ 0 8 k 6 n� j

mn�jþ1 ¼ 1 ð15Þ

These subsets of pathways are subject to phase-encoding and
relaxation by T1 and T2 depending on jlnj during the sequence of
the last j TR intervals n � j + 1, . . .,n.

Signals with signal order j = 1 can be defined as first order FIDs.
After the following RF pulse, together with a next first order FID, a
second order FID as well as a phase inverted spin-echo signal are
acquired (see Fig. 2). Spin-echo signals are regarded in this context
as second order signals. After the third pulse, third order signals
can also be acquired including a stimulated echo signal.

The SPRITE dataset can be understood as a superposition of dif-
ferent k-spaces with different signal order j and different encoding
times tj. Thus, the magnetisation of signal order j with pathway
selection vectors~l; ~m for every nth RF pulse can be written as:

M
~l;~m
n;j;l;mðDtn;~rÞ ¼ P

i¼n�jþ1;::;n
½Ui;l;mðDti; si;ui;~rÞ � Pi;l;mðaiÞ�M

~0;~0
n�j;0;0;0ð~rÞ

ð16Þ

with mn�j+1 = 1 such that Pn�j+1,l,m (an�j+1) � Pn�j+1,0,1(an�j+1).
Each of these magnetisations, which are a function of the signal

order, j, and pathway selection vectors,~l; ~m, form a separate sub k-
space, bS~l;~mj , which is given by integration over space. This can be
written as:bS~l;~mj ðn; tpÞ � bS~l;~mn;j ðtpÞ

¼
Z

V
P

i¼n�jþ1;::;n
½Ui;l;mðDti; si;ui;~rÞ � Pi;l;mðaiÞ�M

~0;~0
n�j;0;0;0ð~rÞd~r

ð17Þ
with mn�j+1 = 1 and mn = 1 such that Pn�j+1,l,m (an�j+1) �
Pn�j+1,0,1(an�j+1) and Pn,l,m(an) � Pn,l.1(an). Of course, every coherence
pathway results in a different phase encoding by integration over
the phase encode operator G. Therefore, only the first order FID
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results in the artefact-free image whereas all higher order signals
lead to residual images and appear as artefacts.
Fig. 3. Signal components of FID, SE, and STE signals are depicted in the reference
frame of the local oscillator for phase cycling steps of 0� and 180�. The signals are
plotted following three excitation pulses which are colour-coded in red, blue and
green. Transverse magnetisation is depicted in the x, y plane and longitudinal
magnetisation is vertically oriented in z direction. The signals are shown after
excitation, at acquisition and after rotation of the spin system with phase angle
u = 0�, 180� . The signals excited from ground state are colour-coded with the colour
of the related RF excitation pulse. After the second excitation pulse, a shortened
vector denotes the relaxation of the signals. The ellipses emphasize signals of
interest. The FID signals are always in phase following excitation from ground state.
Following the second pulse the FID signals are phase inverted because of phase
rotation by phase cycling but are in phase again after the second phase cycling step.
SE and STE signals are always acquired with inverted phase.
2.2. Phase cycle filter

This section constructs filters to eliminate signal contributions
of unwanted signal order j. A filter for residual signals can be cre-
ated by phase rotation with the operator Rn;l;1ðunÞ ¼ eiun . The phase
rotation of the spin system is meant to be relative to the phase of
the local oscillator of the NMR spectrometer. This is technically
implemented by setting the frequency of the local oscillator for a
short time s off-resonant with an offset frequency Dx such that
u = s � Dx This is done following each acquisition and before the
next RF pulse and thus, the signal acquisition of the first order
FID is always phase locked to the local oscillator. Therefore, a phase
shift of the oscillator is equivalent to a rotation of the spin system
in the rotating coordinate system of the radio frequency. Since the
completely dephased longitudinal magnetisation M

~0;~0
n�j;0;0;0

~ðrÞ has no
phase properties, the phase rotation is counted now by the index j
of the signal order.

Under the influence of the RF pulses the phase of the magneti-
sation is inverted for transitions with transition index l = � 1
whereas the phase is preserved for l = 1 and l = 0. This can be ex-
pressed by taking the power ll. Additionally, for longitudinal mag-
netisation with m = 0 the phase is unchanged because of phase
memory. With phase rotations of rotation angle uj the accumu-
lated phase, hj, is calculated by a series with a recursion formula
given by:

hj ¼ ðhj�1 þmj�1uj�1Þ � ðljÞlj ; h1 ¼ 0 ð18Þ

Depending on the transition vector,~l, it follows that:

h
~l
j ¼

Xj�1

k¼1

mkuk P
j

i¼kþ1
ðliÞli ; h0

1 ¼ 0 ð19Þ

For any signal acquired with order, j, the phases, u1 to uj�1, from
preceding propagators are relevant, but only transverse magnetisa-
tion with m = 1 experiences a phase change. Each of these phases,
uk, may experience phase inversion by the following RF pulses with
transition indices, lk+1 to lj. The special case h0

1 ¼ 0 expresses the
phase lock between RF pulse and the following acquisition.

By implementing a phase cycling with constant phase uk � u a
filter for residual magnetisation can be constructed. In general, the
total phase takes the values

h
~l
j ¼ b

~l
ju ¼ u

Xj�1

k¼1

mk P
j�1

i¼kþ1
ðliÞli ; b 2 Z ð20Þ

where b
~l
j defines a phase factor of the accumulated phase cycles

with phase u. This excludes filtering for every pair of pathway selec-
tion vectors~l and ~m, leading to b = 0. For every other pathway a fil-
tering can be performed by use of N SPRITE scans with phase cycling
steps of

uh ¼ h
2p
N

; h ¼ 1; . . . ; N ð21Þ

such that the average over all phase terms uh of consecutive scans
with the new index h is zero. This means that u is constant within
each scan but varies between consecutive scans. The average over
the phase terms of all scans with respect to signal order, j, and tran-
sition vector,~l, is given by:XN

h¼1

expðih~lj;hÞ ¼ hexpðih~lj;hÞih¼1;...;N ¼ exp ib
~l
jh

2p
N

� �� �
h¼1;...;N

¼ 0 8 jbj–cN; c 2 N ð22Þ
Note, that in order to filter the signal of the Nth order FID, N
phase-cycled averages need to be taken. In case of two averages
N = 2, the third order FID for example is not averaged to zero since
b = N = 2 and thus the phase term is always a multiple of 2p. How-
ever, these signals are in general small, especially for the small
excitation angles that are used in SPRITE. A pictorial description
of FID, SE and STE signals for the case of two averages with phase
cycling steps of 0� and 180� is shown in Fig. 3. In principle, the
quality of the filter improves with the number of averages. Table
1 shows a list of signal components under the influence of one to
four phase cycling steps.

2.3. Residual image artefacts

Without averaging, artefacts which can be exactly predicted oc-
cur as images with a FOV different to the image from the first order
FID. As seen above, the SPRITE data can be interpreted as a super-
position of individual k-spaces with different encoding times, tj.

This leads to a very simple description of the FOV size for the
FID images, SFID

j , with signal order, j. The encoding times of the FIDs
are simply given by

tj ¼ tp þ ðj� 1ÞTR; j ¼ 1;2; . . . : ð23Þ

where j is the order of the FID. With respect to the gradient step size
Dg = cDG/2p, this results in a varying sampling rate in k-space and a
changing FOV:

Dkj ¼ Dgðtp þ ðj� 1ÞTRÞ ð24Þ
FOVj ¼ 1=Dgðtp þ ðj� 1ÞTRÞ ð25Þ



Table 1
The table shows the effect of the phase cycling filter for signals of first order to fourth
order FIDs as well as the spin echo and the stimulated echo with use of one to four
averaged scans, N. N also represents the fraction of 2p for the phase cycling steps, u.
The phase factor b is given for all signal components. The averaged signal components
are indicated by 0 and non-averaged signal components are denoted by an S.

bSn;j
bSFID

n;1
bSFID

n;2
bSFID

n;3
bSFID

n;4
bSSE

n;2
bSSTE

n;3

N b = 0 b = 1 b = 2 b = 3 b = 1 b = 1
1 u = 2p S S S S S S
2 u = p S 0 S 0 0 0
3 u = 2p/3 S 0 0 S 0 0
4 u = p/2 S 0 0 0 0 0
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The image points, Sm, are given by the Fourier transformation

SFID
m ¼

XN�1

n¼0

bSFID
n expði2pnm=NÞ

¼
XN�1

n¼0

X
j¼1;2;...

ŜFID
n;j expði2pDkjDxjnmÞ ð26Þ

where

Dxj ¼ 1=NDgðtp þ ðj� 1ÞTRÞ ð27Þ

defines the voxel size as a function of the order of the FID.
The image is consequently a superposition of images with both

reducing voxel volume and signal intensity. In general, only the
second order FID contributes significantly to the residual magnet-
isation since the signal is a function of the cubic voxel volume, Dx3.
Assuming tp/TR 	 1 and neglecting T�2 relaxation, the signal per
voxel for the second order FID is approximately 10% of the signal
of the first order FID. The signal for spin echoes and stimulated
echoes would be below 0.7% and 1.5%, respectively, neglecting T1

and T2 relaxation and assuming a relatively high flip angle,
a = 10�. Despite that, spin echo and stimulated echo signals may
cause a significant artefact around the centre of the image. The
dephasing and rephasing process results in a huge FOV and there-
fore in a high signal per voxel for stimulated as well as spin echo
signals. After the next excitation pulse the transverse magnetisa-
tion with pathway selection indices l = m = 1 experiences further
dephasing. The resulting FOV will be the same as that for the first
order FID and may interfere constructively or destructively. Phase
cycling cannot filter this signal and that can influence the contrast
in such way that quantitative measures of spin density and partic-
ularly T�2 are not reliable. However, this should only be the case if
the repetition time, TR, is on the order of, or much shorter than, T�2.

Note that in principle, Eqs. (24), (25) and (27) are also valid for
standard SPI sequences. In this case, only the repetition time, TR,
has to be substituted by the phase encode gradient pulse length,
s, with the assumption of immediate ramp up.

3. Methods

Simulations of the optical transfer functions (OTF), describing a
weighting function for the k-spaces and building the Fourier-trans-
form of the point spread function (PSF), was performed using MAT-
LAB 7.0 for a single and a phase cycled SPRITE scan. The transverse
and longitudinal relaxation as well as gradient spoiling were taken
into account. The assumed relaxation times were T�2 ¼ 8:9 ms and
T1 = 199 ms, the repetition time was set to TR = 8.0 ms and the
encoding time was tp = 7.5 ms. These parameters were chosen for
demonstration and comparison with the phantom measurements
presented here.

SPRITE proton imaging was performed on a 4 T whole-body
scanner with a VARIAN UNITY Inova console using a resolution
phantom filled with transformer oil showing two resonance lines
separated by 80 Hz. A repetition time, TR, of 8.0 ms was chosen
for the SPRITE sequence with a phase encoding time of
tp = 7.5 ms per excitation pulse to allow for an increased signal
intensity of the second order residual FID acquired at
tp = 15.5 ms, with respect to the first order FID. These timing
parameters imply also a minimal FOV change of 	2 between
the image of the first order FID and the residual image of the
second order FID. The FOV was 256 
 256 
 256 mm3 and a ma-
trix size of 64 
 64 
 32 pixel was acquired. According to the
matrix size and the encoding time, the filter bandwidth was
set to 11 kHz [10]. Broadband RF pulses with a pulse length of
50 ls and a flip angle of 2� were used to excite the whole vol-
ume. Two experiments with 12 averages each were performed.
The first series was acquired with phase cycling between 0�
and 330� using a phase cycle stepping of 30� whereas the second
series was acquired without phase cycling.
4. Results and discussion

Simulation results for a single SPRITE scan and the application
of 12 phase-cycled averages are shown in Fig. 4. For repetition
times which are short compared to T�2 a significant residual signal
is acquired around the centre of k-space where the self-spoiling
property of the phase encode gradients is low. This residual mag-
netisation gives rise to an incorrect intensity distribution in the
reconstructed images. By introducing phase-cycled averaging, the
residual magnetisation is efficiently suppressed, and the transient
of the longitudinal relaxation becomes the dominant factor in the
OTF.

Imaging results are shown in Fig. 5 without the new method
(a) and for the phase-cycled average (b). Without phase cycling
a residual image appears and the contrast is therefore strongly re-
duced (Fig. 5a). According to the smaller FOV, and hence a smaller
voxel size, the intensity of the residual image should be a factor
(7.5/15.5)3 	 l/8 smaller than that of the correct image. The ratio
of the intensities is only 	l/2 since the two resonances of the
transformer oil experience a dephasing phase evolution of about
7.5 ms, and rephasing at about 15.5 ms. The spectrum of the
transformer oil (Fig. 6a) shows two distinct lines separated by
80 Hz. According to the line separation, the two resonances cause
a re-phasing at 	12.5 ms of the bulk FID (Fig. 6b). Therefore, the
residual second order FID acquired at 15.5 ms is of slightly higher
intensity than the first order FID acquired at 7.5 ms. Through the
use of phase-cycled averaging, the artefacts nearly vanish and the
contrast increases significantly (Fig. 5b), as can be seen by com-
paring the vertical profiles shown in Fig. 7a and b. The signal
intensity of the residual image is half that of the image acquired
with the phase cycling filter.

The acquired k-space signal is strongly biased by residual mag-
netisation near the centre. A magnitude profile through the k-space
centre in Fig. 7c shows a signal increase by a factor of 2 in the
acquisition point immediately following the k-space centre com-
pared to the same profile of the phase-cycled average in Fig. 7d.
This is not only because of the short TR but also because of the inef-
ficient spoiling of the transverse magnetisation by the low phase
encoding gradient following the k-space centre. The acquired sig-
nal of the residual magnetisation follows a different phase encod-
ing and appears as a superimposed image with lower intensity and
smaller FOV.

Without the use of a phase cycling filter, the signal intensity and
the contrast of the image do not reflect the true T1-weighted spin
density distribution since the acquired k-space strongly deviates
from the correct Fourier-transform of the measured object. There-
fore, the acquired data are ill suited for spin density measurements
and relaxation time mapping. This is even more applicable when



Fig. 4. (a) Simulated OTF of a single SPRITE scan with a short repetition time, TR = 8.0 ms, and encoding time, tp = 7.5 ms, and relaxation times T�2 ¼ 8:9 ms, T1 = 199 ms. At the
k-space centre a blip caused by the residual magnetisation appears, (b) By averaging 12 phase cycled scans with steps of 30� between 0� and 330� the residual magnetisation
vanishes and the transient of longitudinal magnetisation in the direction of the k-space sampling trajectory dominates the OTF. The T1 transient causes the remaining signal
variation.

Fig. 5. SPRITE proton imaging results (a) from a single scan and (b) an average of 12 phase cycled scans with phase cycling steps of 0� to 330�. All the acquired 32 slices are
presented and each image is scaled separately to maximum (linear grey scale), such that artefacts outside the object are depicted with enhanced intensity. Without phase
cycling (a) a pronounced residual image of smaller FOV appears whereas with the proposed phase cycling method (b) the artefact is suppressed efficiently. Note also the Gibbs
ringing in the first and last slices outside the phantom which become visible with the use of phase cycling and the DC artefact that is left in the centre slice. The profiles of
Fig. 7(a) and (b) are indicated by vertical lines in the fourth slice of the second row.
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multiple point acquisition is used, e.g. with the m-SPRITE se-
quence. Because of different evolution time each image has a dif-
ferent FOV and therefore the signal and the signal relaxation in
each voxel of the calculated image series is altered by residual
magnetisation of different intensity if a phase cycling filter is not
used.
The theoretical framework for the phase-cycled averaging
method described here is not tied to the acquisition of single da-
tum points and is generally applicable to the acquisition of echo
signals under similar circumstances. Thus, it is reasonable to as-
sume that if TR� T2 then the method described here, that of off-
setting the frequency of the local oscillator for a short time, s,



Fig. 6. (a) The spectrum of the transformer oil phantom shows two distinct lines separated by 80 Hz. The highest peak had a line width of 35 Hz related to a transverse
relaxation time of T�2 ¼ 9ms. (b) The corresponding bulk FID reflects the phase evolution of the two resonances with rephasing at 	12.5 ms.

Fig. 7. Vertical profiles through a single slice of the single scan in (a), and with the averaged phase cycled scan (b) (images shown in Fig. 5 (a) and (b), respectively)
corresponding to the magnitude profiles through the conjugate data set k-space centre in (c) for the single scan and (d) for the averaged phase cycled scan. A cross marks the
k-space centre in (c) and (d). Significant residual signal appears in the acquisition point following the k-space centre as well as the k-space centre itself. Both signals
experienced no phase encoding due to zero gradients at k-space centre acquisition. That is not the case for the acquisition point preceding the k-space centre.
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with an offset frequency Dx such that u = s � Dx, could also find
use in echo imaging.

Recent findings have shown that the increased rate of sodium
concentration in the brain after stroke measured with sodium
MRI can be used to estimate stroke onset time and could increase
the number of subjects who undergo thrombolytic therapy [11].
The quantitative and accurate measurement of tissue sodium con-
centration is therefore very important to determine disease grade
and tissue viability [12]. The SPRITE sequence with the modifica-
tions presented in this work is an alternative to the standard meth-
odology for sodium imaging; in terms of its quantitative character
and its immunity from artefacts such as blurring effects due to T�2
decay, for example, SPRITE offers significant advantages for imag-
ing fast-relaxing nuclei. As such, SPRITE with phase cycling may
find an increasingly important role in clinical research.

5. Conclusions

Phase-cycled averaging is an easy solution for suppression of
the unwanted signal components of residual magnetisation in
SPRITE and other SPI sequences. The technique is most efficient
for small flip angle excitations. Typically, only small flip angles
are used for SPI sequences and therefore, the method is generally
applicable. For imaging of nuclei with low SNR, such as sodium,
signal averaging is needed in any case, and therefore the method
can be used without additional effort in acquisition time. Suppres-
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sion of residual magnetisation by phase-cycled averaging is most
desirable for quantitative imaging such as spin density and relaxa-
tion time mapping.

The method may also be implemented by the use of two RF
pulses to acquire two points for averaging separated by a 180�
phase cycling module per phase encode gradient step. At least
one dummy pulse is needed for the preparation of the residual
magnetisation. However, this approach is less efficient since the
longitudinal magnetisation is not constant with respect to the
two averages and also affects the T1 weighting of the SPRITE se-
quence. If acquisition time is critical, SNR is not an issue and spin
density or relaxation time mapping are not desired, then this fast
phase-cycled averaging may be preferable.

The phase cycling filter has proven to be a highly efficient meth-
od for the suppression of residual magnetisation in single point
imaging sequences such as SPRITE. The efficiency improves with
the number of averages acquired. The presented theory of ex-
tended phase encode graphs (EPEG) allows one to understand sig-
nal evolution in a SPRITE acquisition in a precise way. The theory
predicts the properties of the artefacts introduced by residual mag-
netisation, correctly, as images of different FOV. It allows for an
understanding of the function of the phase cycling method and de-
scribes which signals annihilate when averaged.

The use of the phase cycling filter is strongly recommended for
use with short repetition times with TR << T�2. The method will
probably be mainly beneficial for the imaging of nuclei with low
signal such as sodium.
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